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Part 1a: State-of-the-art in Al

A Memory Based Machine



Deep Learning, 2012

ImageNet Classification with Deep Convolutional
Neural Networks

wrizhevsky
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Computer: What's going on?







Part Tb: State-of-the-art in Al

A Reasoning Based Machine
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GPT-3: 175 Billion Parameters

Training data 225 billion words



GPT-3: A Few-Shot Learner




GPT-3: A Few-Shot Learner




GPT-3: A Few-Shot Learner

In our garage we have a Burringo that my father drives to work every day.

T. Brown et al., 2020
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Reasoning as an Emergent Property

cat: hey dog, can i ride on your back?

dog: sure, why not?
cat: i'm tired of walking in the snow.

Write a conversation
between the two animals.

J. Li et al., 2023
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Summary:
State-of-the-art in Al

e Highly powerful paftern recognition
abilities through effective associative
memories

e Powerful but still unstable reasoning
abilities through large parametric
models.
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Summary:
Effects in Education and Research

¢ A new scenario to access knowledge.
Need to redefine role of professor.

e A new scenario for scientific discovery.
Need to provide scientists with a suitable
Al infrastructure.






